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Figure A1: Correlation between relative truth and relative prediction 

Boxplots of the correlation between predicted relative intensity and true relative intensity for all 500 
simulations at each level of maximum detection in the PO data. 

Each boxplot shows the interquartile range (25% to 75% quartiles), and the median of the simulated results. 
Whiskers of the boxplots extend to the largest or smallest point within 1.5 times the interquartile range from 

the edge of the boxplot. Outliers are not plotted. 
 

Figure A1 shows a similar pattern to Figure 3 in the main manuscript. However, when 
looking at the correlation between predictions and the true intensity (Figure A1), the results 
are more pronounced than for the MAE (Figure 3). On average, we see an increase in the 
accuracy of spatial predictions as the maximum observation probability in the PO data 
increases. This increase in accuracy is also coupled with an increase in variability of results 
for models D and E, both of which include a bias covariate. This arises from the bias 
covariate being less well estimated when the gradient of bias is steepest.  
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Figure A2: Estimate of bias covariate 

Boxplots of the mean estimate for 𝛽"# from each of the 500 simulations for each level of maximum detection in 
the PO data. 

 

 
Figure A3: Mean estimate of the environmental  covariate.  

Boxplots of the mean estimate of 𝛽"$ from each of the 500 simulations for each level of maximum observation 
in the PO data. 

 
Figure A3 shows that the PA data only model (A) was again the most accurate in terms of 
parameter estimates. When maximum observation probability for PO data was lowest, all 
models produced similarly accurate estimates of 𝛽"$. For the integrated models this occurs 
because at the lowest level of detection there are only 77 PO samples compared to 150 PA 



 4 

samples, therefore the PA data will dominate the likelihood under this scenario. For the PO 
only models the improved accuracy at low detection likely results from a reduction in the 
gradient of bias when maximum observation probability is low.   
 
As the number of PO samples relative to PA samples increases in tandem with an increase 
in the gradient of bias for the PO data, the accuracy of 𝛽"$ estimates decrease for models B-
F. The reduction in accuracy is minimised for IDMs E and F, suggesting integrated models 
may be more robust to changes in bias. In models B-E, the reduction in accuracy of 
covariate effect estimates is coupled with a reduction in precision (Figure A4), again 
resulting from the increase in biased data and the gradient of bias. The precision of 
estimates in model F appear robust to changes in bias in the PO data.  
 

 
Figure A4: Width of credible intervals for environmental  covariate.  

Boxplots of the credible interval width for 𝛽"$ from each of the 500 simulations for each level of maximum 
observation probability in the PO data. 
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Appendix 2. PA sample size scenario supporting Figures and Tables 
In this section we present a summary table of all of the results for the scenario varying the 
sample size of PA data in addition to evaluation figures that were not presented in the main 
manuscript.  
 
Table A2: Summary of evaluation and sample size for the PA data sample size 

scenario 
 

Model name PA 
sample 

size 

MAE Correlation 
between 
truth and 
prediction 

Mean 
estimate: 

environmental 
covariate 

effect 

Lower CI 
environmental 

covariate 
effect 

Upper CI 
environmental 

covariate 
effect 

Number 
of PO 

samples 

Number of 
presences in PA 

data 

PA only (A) 

50 0.62 0.61 2.12 -0.27 5.48 3884 18 
100 0.58 0.65 1.95 0.29 3.92 3884 36 
150 0.56 0.66 1.96 0.59 3.52 3884 53 
200 0.55 0.67 1.85 0.55 3.28 3884 71 
250 0.54 0.68 1.9 0.66 3.23 3884 89 
300 0.52 0.69 1.92 0.75 3.2 3884 107 
350 0.52 0.7 1.88 0.73 3.12 3884 125 
400 0.5 0.72 1.94 0.78 3.18 3884 143 
450 0.5 0.72 1.93 0.8 3.12 3884 160 
500 0.49 0.73 1.93 0.8 3.09 3884 178 

PO only (B) 150 0.65 0.67 11.05 6.1 17.37 3884 53 

IDM (C) 
 

50 0.65 0.67 10.78 5.84 17.08 3884 18 
100 0.64 0.67 10.93 6.01 17.22 3884 36 
150 0.64 0.67 10.06 5.18 16.26 3884 53 
200 0.63 0.68 10.59 5.82 16.68 3884 71 
250 0.63 0.68 10.36 5.63 16.39 3884 89 
300 0.63 0.68 10.51 5.76 16.55 3884 107 
350 0.62 0.68 11.11 6.25 17.24 3884 125 
400 0.62 0.69 9.75 5.17 15.59 3884 143 
450 0.62 0.69 9.83 5.28 15.6 3884 160 
500 0.61 0.69 9.74 5.2 15.49 3884 178 

PO with bias covariate (D) 150 1.32 0.63 13.96 7.96 21.05 3884 53 

IDM: bias covariate (E) 
 

50 0.89 0.69 9.86 4.93 15.75 3884 18 
100 0.71 0.74 9.05 4.71 14.17 3884 36 
150 0.71 0.77 7.86 4.28 12.39 3884 53 
200 0.5 0.78 7.22 3.89 11.38 3884 71 
250 0.45 0.8 6.91 3.87 10.71 3884 89 
300 0.44 0.81 6.69 3.84 10.36 3884 107 
350 0.42 0.82 6.49 3.69 9.98 3884 125 
400 0.41 0.83 6.42 3.72 9.81 3884 143 
450 0.4 0.84 5.85 3.28 9.08 3884 160 
500 0.39 0.84 5.88 3.36 9.01 3884 178 

IDM: second spatial field (F) 
 

50 0.45 0.81 7.22 4.41 10.45 3884 18 
100 0.41 0.84 7 4.5 9.86 3884 36 
150 0.39 0.85 7.17 4.86 9.8 3884 53 
200 0.38 0.85 8.34 5.97 11.01 3884 71 
250 0.37 0.86 7.72 5.55 10.17 3884 89 
300 0.37 0.86 6.7 4.66 9.04 3884 107 
350 0.36 0.87 6.36 4.34 8.65 3884 125 
400 0.36 0.87 7.37 5.28 9.73 3884 143 
450 0.35 0.87 6.21 4.29 8.36 3884 160 
500 0.35 0.87 5.86 3.99 7.99 3884 178 
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Figure A5: Correlation between relative truth and relative prediction 

Boxplots of the correlation between predicted relative intensity and true relative intensity for all 500 
simulations at each sample size of PA data. 

Each boxplot shows the interquartile range (25% to 75% quartiles), and the median of the simulated results. 
Whiskers of the boxplots extend to the largest or smallest point within 1.5 times the interquartile range from 

the edge of the boxplot. Outliers are not plotted. 
 

The results in Figure A5 show an identical pattern to those in Figure 2 in the main 
manuscript, which presents evaluation using mean absolute error. This demonstrates that 
regardless of the method of model evaluation for this scenario, the results are the same. 
 

 
Figure A6: Mean estimate of the environmental  covariate.  

Boxplots of the mean estimate of 𝛽"$ from each of the 500 simulations for each level of PA sample size. 
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Figure A6 shows that the PA data only model (A) was the most accurate in terms of 
parameter estimates. All other models showed a systematic overestimation of  𝛽%𝑥. The 
overestimation was most pronounced for the models that did not include any information on bias 
(models B and C). Aside from the scenarios including the lowest amounts of PA data, all mean 
estimates were in the correct direction. However, as shown in Figure A7, the width of the credible 
interval in many cases was greater than the mean estimate of 𝛽%𝑥, consequently the direction of the 
effect was not estimated with statistical significance.  
 

 
Figure A7: Width of credible intervals for environmental  covariate.  

Boxplots of the credible interval width for 𝛽"$ from each of the 500 simulations for each level of PA sample 
size. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 


